2. Using social media advertising data to estimate
migration trends over time

Monica Alexander

2.1 INTRODUCTION

Measuring population movements, and understanding how they change over time and across
space, is essential for understanding broader population change and has implications for urban
policy and planning. However, compared to births and deaths, the other two components of
population change, migration is more difficult to measure. Part of this is due to definition
issues: migration involves both a geographic and temporal component, so the definition of who
constitutes a migrant or what constitutes migration varies depending on context. For example,
one may be interested in migration across national borders (international) or within countries
(internal); in addition, the focus could either be on short-term or long-term migration.

Monitoring migration patterns over time and space is also challenging because of a lack
of available data. In contrast to births and deaths, where data are often recorded through
vital registration systems, detailed data on migration are less likely to be centrally recorded.
For example, data on internal migration may be lacking because the migration events were
not formally recorded. In terms of international migration, countries generally have a larger
incentive to record and track in-migration (or immigration), rather than out-migration (or
emigration). Even if official data on migration exists, it is often released after long delays, or
without the granularity of information that is required for reliable population projection (for
example, a breakdown by age or sex). Of all the components of population change, the need
for timely and informative data is arguably the most important for migration, because flows
can change dramatically in such a short period of time, for example, in response to war and
conflict, a natural disaster such as a hurricane or flood, or global pandemic.

As a consequence of data sparsity and delays, migration researchers and policymakers
have begun to investigate the potential for using other ‘big data’ sources of information. In
particular, large amounts of demographic data are produced through the use of social media
websites, such as Facebook, Instagram, LinkedIn, and Twitter. Indeed, from a demographic
perspective, the users of social media websites can be thought of as their own population,
with births occurring when users sign up to the platform, and deaths occurring when users
delete their account. Demographic events of interest in a more traditional sense are potentially
recorded through a user’s lifetime, such as birthdays, births, and migration to other cities or
countries. Data are produced in a number of ways; in terms of mobility information, updates
can be made both explicitly through users updating their information (e.g., location of resi-
dence), and implicitly through ‘digital traces’, if the location of a user is inferred from their IP
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Using social media advertising data to estimate migration trends over time 9

address, mobile phone location, or photo backgrounds. Data on the population using a social
media website can be thought of as a digital census, which is updated essentially in real time.
Social media data therefore offers large potential for complementing traditional data sources
of migration information.

There are, however, some notable issues with using social media data to estimate migration
indicators. First, the population of users on a social media website is unlikely to be repre-
sentative of the broader population of interest. The level of reliability of data will depend on
a variety of factors, including how widespread the platform is used in a population. Facebook,
for example, has a user base that ranges from less than 20 percent in most of Africa to around
90 percent in the United States and Canada (Internet World Stats 2020). In addition, the user
base tends to vary substantially by demographic characteristics, such as age and education.
Using social media data without appropriate adjustments would therefore likely lead to heavily
biased results. A second issue is data accessibility. Unless there exists a direct agreement or
connection with the company who runs the social media platform, it is very unlikely that an
outside party would be able to access the ‘raw’ data produced from the website. And finally,
even if access to the micro-level data were possible, there are confidentiality and ethical con-
cerns with using an individual’s data for a purpose other than what was originally intended.
The dangers of such data use were highlighted by the Cambridge Analytica controversy, and
are still pertinent today.

Ideally, when using social media data to produce estimates of migration, the strength of
these data would be combined with the strength and reliability of traditional, ‘gold-standard’
demographic data sources. The challenge is to objectively and systematically combine these
multiple sources of data, in order to fully take advantage of all information, while adjusting
for known issues.

This chapter illustrates the use of demographic data sourced from social media advertising
platforms, in combination with traditional demographic data sources to obtain up-to-date esti-
mates of migration. The use of advertising data, which is publicly available and aggregated by
population sub-group, alleviates issues regarding data access and confidentiality. I introduce
a statistical framework for combining traditional data sources and the social media data. The
framework is presented in a general way and emphasizes the importance of three main com-
ponents: adjusting for non-representativeness in the social media data; incorporating historical
information from reliable demographic data; and accounting for different errors in each data
source. [ will illustrate how data from Facebook’s advertising platform can be used to estimate
migrant stocks in North America. The contribution of this chapter to the existing literature is
methodological in nature, outlining a broad statistical approach that can be used to robustly
combine information from different data sources.

The remainder of the chapter is structured as follows. The next section introduces the char-
acteristics of advertising data from social media and reviews previous research that uses such
data in demographic research. The Data section then outlines the general approach to collect-
ing social media advertising data and discusses potential gold-standard sources. The Model
section outlines a general statistical framework that can be used to combine social media data
with traditional data sources. An example of estimating Mexican migrant stocks by state in the
United States is then illustrated. The final section concludes.
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10 Big data applications in geography and planning

2.2 BACKGROUND
2.2.1  What is Social Media Advertising Data?

The majority of social media websites rely on advertising for a large portion of their revenue.
Individuals or companies can advertise on platforms, for goods, services, or to take a survey.
The advertisements appear to users embedded within their social media ‘feed’, and depend-
ing on the ad design, can be difficult to distinguish from the usual social media content.
Advertisements are designed, managed and posted through a platform that is associated with
the social media website. For example, Facebook’s advertising platform (called the ‘Ads
Manager’) can be accessed through www.facebook.com/business. Anyone with a Facebook
account can post advertisements, for a fee that is charged as a rate per post.! The remainder
of this section, and this chapter, will focus on Facebook as an example, although many other
platforms have similar functionality.
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Figure 2.1 Facebook’s advertising platform, as at 29 May 2020

Monica Alexander - 9781789909791
Downloaded from PubFactory at 07/25/2023 04:04:06PM
via University of Toronto Libraries



Using social media advertising data to estimate migration trends over time 11

Facebook’s Ads Manager allows advertisers to target the audience of their ad based on demo-
graphic, geographic and socioeconomic characteristics of the users. An advertiser can select
on characteristics such as age, sex, education, location of residence, whether the person is
traveling, or whether they are an expat. For example, imagine an advertiser that would like to
target Australians who live in Toronto. A screenshot of this selection is shown in Figure 2.1.
Once the advertiser selects the relevant target groups, Facebook’s advertising platform dis-
plays an estimate of the potential reach of the ad. Figure 2.1 shows that for Australian expats
in Toronto, the potential reach was 4,100 people, as at 29 May 2020.

From an advertising perspective, the size of the target audience is useful to gauge how many
people will likely see the ad content and whether this is too broad or narrow for the purposes
of the business. However, there is a secondary utility of these data: as a demographic estimate.

In the example above, the potential reach of that ad is a data point: an observation of the
number of Australian migrants in Toronto. We know that this data point is likely to be an
imperfect observation of the true number of Australian migrants in Toronto, given that it is
unlikely that all Australians use Facebook, and there are other likely errors based on how
Facebook arrives at that number. However, it is an up-to-date observation that is somehow
related to the true value. The estimates of potential reach are publicly available, and are availa-
ble free of charge.? The estimates are provided at the aggregate level, in the form of counts by
subgroup, so we never have access to any individual-level data.

Just as we obtained an observation of the number of Australians in Toronto, we could
observe other migrant groups in Toronto, or any other city, state or country. In addition, it is
possible to collect data from the advertising platform at various points over time, building up
a time series of observations, to potentially study relative sizes of migrant groups, and changes
in flows over time.

2.2.2 Previous Work

Over the past decade, the use of social media data in demographic research has gained an
increasing amount of traction. Some of the earliest work in this area used geo-located data
from emails (from service providers such as Yahoo!) and ‘tweets’ from Twitter to track
small-scale mobility across cities (Ferrari et al. 2011; Noulas et al. 2011; Zagheni and Weber
2012). The use of geo-located data remains popular to study spatial variation in exposure to
and reaction to major events such as natural disasters (MacEachren et al. 2011; Crooks et
al. 2013; Martin et al. 2020). Methods of text analysis are commonly combined with spatial
models to analyse Twitter and other text data to assess attitudes and beliefs, particularly in the
political landscape (Barbera 2015; Halberstam and Knight 2016).

More specifically, social media advertising data has been used to study many aspects of
demographic phenomena, including fertility, migration, and gender inequality. For example,
Rampazzo et al. (2018) used Facebook advertising data to estimate the mean age at childbear-
ing for both males and females. Garcia et al. (2018) used Facebook data to create an index of
the internet gender divide in 217 countries, showing that this indicator encapsulated gender
equality indices in education, health and economic opportunity. Ribeiro et al. (2020) develop
a post-stratification framework for correcting demographic biases in Facebook data.

In the migration context, Facebook advertising data has been used to study both migrant
stocks and flows over time at a subnational level. Zagheni et al. (2017) illustrated the strong
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12 Big data applications in geography and planning

correlation between migrant stocks as reported in Facebook and the American Community
Survey (ACS), a large and nationally-representative annual survey in the United States.
Alexander et al. (2019) showed how these data could be used to derive reasonable estimates
of the extent of out-migration from Puerto Rico following Hurricane Maria in 2017. Finally,
Alexander et al. (2020) present a statistical forecasting method to ‘nowcast’ migrant stocks
in the United States, combining information from both the ACS and Facebook. The method
presented in that paper is a special case of the more general framework presented here.

23  DATA SOURCES

This section discusses practically how to collect demographic information from an advertising
platform, with a particular focus on using Facebook’s Marketing Application Programming
Interface (API). A general discussion of potential ‘gold-standard’ data sources on migration
statistics is also presented.

2.3.1  Obtaining Facebook Data Using an API

Figure 2.1 illustrated how estimates of potential reach appear within the Ads Manager.
Theoretically, one could manually select the options within the platform to display the poten-
tial reach for each of the population sub-group of interest and note down the result in a data
file. However, this would quickly become time consuming and prone to data entry error. For
example, collecting information on migrant stocks by province in Canada by age and sex
would lead to over 16,000 distinct subgroups.

However, Facebook’s Advertising Manager has an associated API, called the Facebook
Marketing API (Facebook 2020). An API is essentially a system that allows data from
a website to be retrieved in an automatic, programmatic way. Thus, instead of manually
selecting each subgroup of interest, we can make ‘calls’ to the API from a programming script
(in a language such as R or Python) to retrieve the information of interest. This information
can then be stored in a data frame and loaded at a later date for analysis. For more information
and guidance on how to set up code to query Facebook’s Marketing API in the context of
collecting demographic data, see Gil-Clavel (2019).

There are several settings that relate to migration measurement in the Ads Manager. One
of the main sources is from the ‘Expats’ variable, which indicates whether a person lived in
a particular country in the past (but is currently residing somewhere else). There is currently
information available for 89 different expat origin groups.® This variable can be used to get
an estimate of migrant stocks in a particular place. If multiple waves of Facebook data are
collected over time, this variable can also be used to infer flows (Alexander et al. 2019).
Information about shorter-term migration behaviors can be collected through the ‘Travel’
variables (which include settings such as ‘returned from travel 1 week ago’), or by selecting
people who have recently traveled in a particular location.

There are also many demographic and socioeconomic variables of interest. Sex and ages
between 13 and 65+ are available. There is highest education level, whether or not a person
is currently studying and information on income and occupation. Data can be collected at
a wide range of geographic levels, including country, state/province, or city level. In practice,
subgroups that have small sizes will have potential reach estimates that are heavily rounded,
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so the optimal granularity on which to collect information depends on the specific populations
of interest.
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Figure 2.2 Migrant stock estimates from Facebook’s Advertising Platform in Ontario,
Canada, 2019

Figure 2.2 illustrates data collected on migrants from India, the Philippines and USA in
Ontario in August, 2019. The proportion of total migrants in each ten-year age group is plotted,
and the size of the dot indicates the size of the population reported. The three origin countries
differ in both size and age distribution, particularly for India, which has a much higher peak at
younger ages. The key for using these data to produce migrant estimates, however, is to relate
these distributions to data from a more representative data source.

2.3.2  Representative ‘Gold-Standard’ Data Sources

In order to effectively use social media data to obtain representative estimates, it is important
to be able to compare such data to high-quality representative data that is collected for the
same or similar population. In essence, we would like to learn from good-quality data that
is available for past time periods in order to use social media data for the current and future
periods.

There are three main sources of good-quality data on migration statistics: censuses,
nationally-representative surveys and migration data from government agencies. These
data sources have complementary strengths and weaknesses. For example, censuses are
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14 Big data applications in geography and planning

particularly good sources for obtaining a relatively complete picture of migrant stocks (that
is, the number of migrants living in a location at a particular point in time). This information
is derived from questions about a person’s birthplace. Migrant flows (that is, the number of
people moving in to or out of an area over a time period) may be derived from questions that
have the form: where was your place of residence X years ago? Migrant flows could also be
inferred by differences in stocks across adjacent censuses; however, given censuses are usually
only run every five or ten years, these may be of little utility. Nationally-representative surveys
can be useful to obtain estimates of either stocks or flows, depending on the design, frequency,
and objectives of the survey. For example, surveys designed to supplement information from
censuses may be good for estimating stocks, whereas labour force surveys may be useful to
estimate flows. Migration data from central government agencies is particularly useful to get
data for the size of migrant flows into a particular area over a certain time period. However,
these types of data often lack the demographic breakdown of migrants (e.g., by age or sex)
required for population composition analysis.

Note that for a particular country or population of interest, some or all of these data sources
may be available. In general, most high-income countries run censuses every five or ten
years, have government data on in-migration readily available, and will most likely have at
least one large-scale nationally-representative survey that captures some information on the
level of migration. For example, in Canada, broad-scale trends in migration can be gleaned
from a combination of the Census, which is run every five years, and data from Immigration,
Refugees and Citizenship Canada. In the United States, the decennial Census is supplemented
by the annually-run ACS, and broad-level immigration statistics are available every year
through Homeland Security. In contrast, many low-income countries lack readily available
data on nationally-representative migration statistics, although some information is usually
available through censuses.

24 A STATISTICAL FRAMEWORK TO COMBINE DATA
SOURCES TO ESTIMATE MIGRATION OVER TIME

This section describes a general methodological framework to combine social media and tradi-
tional data sources on migration. It is assumed that observations of the migration indicator of
interest are available from traditional data sources (censuses, surveys or government data) for
time periods in the past, and that the goal is to produce up-to-date estimates, or ‘nowcasts’, of
migrants for the current period and the short-term future.

24.1 Overview

Conceptually, estimates and projections of migration can be made by either projecting forward
the historical time series of data, or adjusting recent social media data to be more represent-
ative. Ideally, we would combine both sources of information, objectively weighting the two
options. A statistical framework to achieve such a goal has three main features:

1. A model or method for adjusting the social media data.

2. A time series model that allows historical data to be projected forward.

3. A ‘data model’ that allows observations from social media and gold-standard data to have
different amounts and sources of error.
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Figure 2.3 Framework to combine social media and traditional data sources

These three features are illustrated in Figure 2.3. The bias-adjustment model is the key to
adjusting the social media data to be more representative. The time series model allows for
patterns in migration in the past to be captured and projected forward. The data model is the
key to bringing the two aspects together.

It is worth noting that while we collect data on migration counts, from a modelling perspec-
tive it is usually more practical to model migration proportions, that is, the proportion of each
subgroup of interest that are migrants. Modelling proportions naturally constrains the upper
bound of the count (to be at most equal to the total population). Counts can be easily obtained
post estimation by multiplying the estimated proportions by population counts. In general, the
logarithm of the proportion is modelled and then estimates are transformed back to the natural
scale, to ensure positive values.

Let p,, (s,t) be the observed proportion of migrants from origin country o in group g, from
data source s and at time 7. The group g may represent a subgroup of the population stratified
by age and sex, for example. Denote s = 1 if the proportion is observed from social media and
s =2 if it is observed from a traditional data source. Assume we are interested in obtaining
estimates for the expected value of the observed proportion, i, (t) .

2.4.2 Bias-Adjustment Model

The goal of the bias-adjustment model is to account for the non-representativeness of the
social media data. That is, we would like to adjust the p,, (1,1) to account for biases. In prac-

tice, we expect the users of social media to be, on average, younger than the population of
interest, and potentially may have a higher level of education and income than the general
population. Previous research has also highlighted gender disparities in Facebook users world-
wide (Gil-Clavel and Zagheni 2019). For example, Figure 2.4 shows the age distributions for
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16 Big data applications in geography and planning

Mexican migrant stocks by state in the United States in 2016, as observed in Facebook adver-
tising data and ACS data. The migrant stocks are plotted in terms of proportion of the total
population in each age group. In general, the proportions are much lower at older ages in the
Facebook data.

Figure 2.4 Age patterns in Facebook compared with ACS data by US state, 2016

While biases like those shown in Figure 2.4 are substantial, they are also fairly systematic
across time and space. This means that biases lend themselves well to being modelled. There
are several potential methods of bias adjustment. Perhaps the most common and straightfor-
ward approach is to use a form of post-stratification (for example, see Ribeiro et al. 2020). This
involves calculating the proportion of migrants in each subgroup of interest and then com-
paring those to the same proportions from a representative data source (for example, census
counts) to obtain a set of correction factors. For example, a correction factor for migrants from
origin country o in group g would be

C — pgg (Lt)
e (1)

where GS is the gold standard. Another alternative is to first model the proportion of migrants
in each group using a multi-level regression model before calculating correction factors (Park
et al. 2006). The multi-level regression step may produce more robust estimates particularly if
subgroup counts are small. In this context, the p,, (l,t) above would be replaced by its esti-

mate, ;)Ug (l,t). Alternatively, the relationship between the proportion of migrants in the

social media and the gold-standard data can be modelled directly, accounting for the relation-
ship to vary by demographic groups and geography. The resulting regression coefficients then
act as correction factors in a similar way to post-stratification (Alexander et al. 2020). One of

Monica Alexander - 9781789909791
Downloaded from PubFactory at 07/25/2023 04:04:06PM
via University of Toronto Libraries



Using social media advertising data to estimate migration trends over time 17

the advantages of using regression methods over standard post-stratification correction factors
is that there is a resulting estimate in the error in the bias-adjustment process, which can be
input into the data model (see below). Regardless, the key commonality between these
approaches is that we rely on there being an overlap of observations from social media data
and a gold-standard data source, such that the extent of biases can be formally assessed.

The bias-adjustment model gives a method to produce adjusted proportions, from social
media observations, of migrants from the origin country of interest in each group of interest,

p:g (l,t) . If the social media data was collected today, then p:g (l,t) could be thought of our

‘best guess’ of the current proportion of migrants from o in group g.
2.4.3  Time Series Model

The second component of the model is a time series model that captures temporal patterns in
historical data and forms the basis for the data to be projected forward. The goal of the time
series model is to express the expected value 1, (t) as a function of what has occurred in the

past, i.e. U, (t —1) and potentially previous time periods (¢ — 2), (t — 3), . . ., 1. By doing so,
we have a mechanism to project forward g, (¢) in time.

There are many different options to model time series data, and the right choice is con-
textually dependent. A simple moving average approach may be sufficient, or Box-Jenkins

approaches to ARIMA models may be suitable (Makridakis et al. 2008). For example,
a first-order auto-regressive model would have the form

log/,tag (t) = qblogung (t —1)+e (t)

with ¢e [-1, 1] and € (¢) ~ N(0, ¢°). Other temporal smoothing models that could be used
include P-Spline models (Currie and Durban 2002) and Gaussian Processes (Wu and Wang
2018). Lee—Carter-based time series approaches are also particularly common in the demo-
graphic projection of age patterns (Lee and Carter 1992). Indeed, the case study described in
this chapter uses a hierarchical Lee—Carter approach to model patterns over time. Regardless
of the choice it allows the data we do have from the past to be projected forward.

2.4.4 Data Model

A data model is the key feature that allows the observations from social media and observa-
tions from historical data sources to be combined together in a systematic way. We observe
proportions of interest at time ¢ and from data source s, D,,(s, ). These proportions are either
observed from social media (s = 1), or from projecting the historical time series forward (s =

2). For the social media data source, we consider the bias-adjusted observations, p:g (l,t).

A data model assumes that the observed proportions are a draw from a distribution that is
centered at the expected value of the proportion of interest, f,, (t) , with some variance that

depends on the data source, i.e.

Bog (5:1)~ N (log p,y (1),07 )
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where s = 1 if observed from social media and s = 2 if observed from historical data or projec-
tions, p,, (l,t) = p:g (l,t) and p,, (2,1) = p:g (2,1) . This is equivalent to assuming that the

observed proportions are equal to the expected value of the proportion of interest, plus some
error, and the error depends on the data source, i.e.

10g g (5:1) = log , (£)+€ (5,1)

where € ~ N (O, 63 ) . The underlying p,, is the quantity we are interested in estimating. If we

have overlapping estimates from both data sources, that is p,, (l,t) and p,, (Z,Z)then we

essentially have two observations of the same underlying quantity. However, the relative size
of the variance term GSZ allows the observations to be weighted in different ways. The bigger

o?, the less weight the model places on Pog (1)

In practice, there is usually at least some information about what o should be. For
example, in terms of traditional data sources, if p,, (2,7) comes from a survey, the size of o)
could be inferred from sampling error. In terms of social media, it seems reasonable to assume

that of would be larger than o3 . Potential sources of error include: sampling error,

non-sampling error, and the error as a consequence of the bias-adjustment model. The use of
a data model allows potentially overlapping observations from different sources to be both
taken into consideration, and the relative weight of each source is dependent on the size of the
error or variance assumed from that data source.

2.4.5 Summary of Model Framework

The three components discussed above can be summarized in a hierarchical framework as
follows:

log ﬁog (s,t) ~ N(log Hog (l),of)

ng (s,2)ifs=1

108 Pug (5:1) = P, (s,1)ifs =2
og \*»

2 e
2 of +...ifs=1
622 ot if s =2

log pt,, (£) = f(log Hog (= 1),...)(time series model )

log pg (1,7) = f(longS ),Pog (1,£))+...+ €44 ( bias adjustment model )
In terms of implementation, while it would be potentially possible to estimate each component
separately in a sequential manner, this approach would fail to adequately propagate the model
uncertainty associated with each step. However, models of this structure can be implemented
in software that estimates Bayesian hierarchical models using Markov Chain Monte Carlo
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(MCMC) algorithms, such as JAGS (Plummer 2003) or Stan (Carpenter et al. 2017). Example
data and code to implement the model used in the case study below can be found at: https://
github.com/MJAlexander/fb-migration-bayes.

2.5 CASE STUDY: ‘NOWCASTS’ OF MEXICAN MIGRANT
STOCKS BY STATE IN THE US

This section discusses a specific case study, with chosen forms of the bias-adjustment model,
time series model, and data model. The goal of the study is to produce ‘nowcasts’, that is esti-
mates for the current year, for age-specific rates of migrants from Mexico currently living in
each state in the United States. Mexican immigrants represent by far the largest migrant group
in the United States, with relative proportions of the population exhibiting substantial variation
across state (Borjas 2007). Data and methods for this study are explained in detail elsewhere
(Alexander et al. 2020), but are outlined briefly below.

2.5.1 Data

The social media data used for this project were collected through Facebook’s Marketing
API, with collection waves beginning in December 2016. For each wave of data, state-level
estimates of all Facebook users (by age, sex, and gender) were collected, as well as state-level
estimates of the 89 expat groups mentioned above, including Mexico.

Historical data on migrant stocks were obtained from the ACS for each year between 2001
and 2017 using micro-data available through the Integrated Public Use Microdata (IPUMS)
US project (Ruggles et al. 2000).

2.5.2 Model

2.5.2.1 Bias-adjustment model

As shown in Figure 2.4, proportions of Mexican migrants by age and state observed in the
Facebook data appear to be biased in systematic ways. The bias-adjustment model has the
following form:

log pgy =0y +0y log phe + BX + 644, @1

where p_ is the proportion of Mexican migrants in age group x, time ¢ and state s, X is a covar-
iate matrix containing an indicator variable for each age group (15-19, 20-24, ..., 50-54) and
each of the 50 states plus Washington DC.

In order to obtain estimates of the coefficients o, o, and the vector of ’s, the first wave of

the Facebook data and the ACS data from 2016 were used as inputs for p’? and p% . Once

obtained, these coefficient estimates are then used to adjust subsequent waves of Facebook
data.
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2.5.2.2 Time series model

The time series model chosen for this context can be described as hierarchical Lee—Carter
model. In essence, age-specific migration proportions are modelled as a combination of two
‘principal components’ plus an auto-correlated error term:

log Prs = ﬁtx,le,l + ﬁts,ZZx,Z +gxts (22)

where Z | and Z , are principal components that capture the main patterns of variation in
migration proportions across age, and ¢__ is the auto-correlated error term. In addition, the
coefficients §, | and §, ,are modelled hierarchically such that information about migrant trends
is shared across geography. For specific details refer to Alexander et al. (2020). This form of
time series model is appropriate in this context because: (1) age-specific rates tend to show
strong regularities which are well-captured by principal component methods, and (2) the data
has a natural hierarchy in that we are modelling states within the United States.

2.5.2.3 Data model
The data model assumes

log pys ~ N(log pi, ‘7127)

where 612, depends on the data source:

5 o?,if ACS
%2 7Y 2, 2 .
O +0j,s +0,,,1f Facebook

ns?

Here, o7 refers to sampling error, and is assumed to be present in both ACS and Facebook

data. For the ACS data, sampling errors are calculated based on guidelines from the US Census
Bureau (2020). For Facebook data, the sampling error is calculated assuming the binomial
approximation to the Normal distribution.

For the Facebook data there are two additional error terms. o7, refers to the error associ-
ated with our bias-adjustment model (equation 2.1). Additionally, a non-sampling error term

o2, is estimated within the model, which aims to capture additional uncertainty like variation

in the way potential reach is estimated across waves.
Data and code to implement this model in R using JAGS software is available at: github
.com/MJAlexander/fb-migration-bayes.

253 Results

Figure 2.5 shows the resulting estimated age distributions of Mexican migrants by US state in
2008 and 2018. In general, Mexican populations across the US are ageing, which most likely
suggests a slowdown of immigration, as the existing migrant stocks age over time. The shift to
the right of the age distributions is particularly noticeable on the west coast.

To illustrate the mechanics of the model more closely, Figure 2.6 shows the estimates and
projections of migration proportions for 20-24 and 45-49-year-olds in California. The black
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Figure 2.6 Estimated and projected proportion of Mexican migrants in California, for
20-24 and 45—49 age groups

crosses show the historical ACS data, and the black shaded area represents the ACS sampling
error. The red line and associated shaded are the model estimates and 95 percent credible
intervals, and the blue dots represent observations from Facebook data. For both age groups,
the uncertainty around the estimates in the projected periods (2017 and 2018) increases — this
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is a consequence of the data model, and the fact that the error around the Facebook estimates
is larger than for the ACS. For the younger age group, the Facebook data are more closely in
line with the ACS data, and projections are influenced by both historical trends and Facebook.
In contrast, for the older age group, the Facebook data are less accurate, and the projections are
more influenced by past trends in the ACS.

2.6  DISCUSSION

The large amount of data being produced online through social media websites presents
exciting opportunities to leverage this information to improve estimates of human mobility
and migration. Data sourced from the advertising platforms of websites such as Facebook,
Twitter, and LinkedIn offers a rich set of demographic data that is freely available and updated
essentially in real time. However, despite the clear strengths of such data, there are obvious
drawbacks, most notably with issues of bias and non-representativeness.

In this chapter, the nature of advertising data from social media websites was discussed,
with a particular focus on data from Facebook’s Advertising Platform. A general statistical
modelling framework to estimate migration patterns over time that incorporates social media
advertising data was presented. The model has three main components: a bias-adjustment
model; a time series model; and a data model. In particular, the data model allows the social
media data to be combined with historical data from representative sources in a probabilistic
way, by explicitly modelling different sources of potential error in the observations from each
source. A specific example of this modelling framework was illustrated to estimate stocks of
Mexican migrants by state in the US.

Future work in this area will focus on better understanding biases in the Facebook advertis-
ing data and how they change over time. In addition, there is potential for incorporating more
sources of information, including from other social media platforms, such as Twitter. The case
study presented here focuses on annual projections of migrants, but these types of data could
also be used to track short-term mobility within cities and in response to exogenous shocks.

Social media data are most powerful when viewed as complementary data sources to exist-
ing, more traditional sources of demographic information, such as censuses and large-scale
surveys. Combining the two types of information into the one modelling framework allows
the strengths of both to be realized while also accounting and adjusting for known issues.
While the application in this paper was to model migration over time, the general approach of
recognizing the strength and weaknesses of different sources of data, and building analyses
that incorporate both, has broader implications in methodological areas of demography and

geography.
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NOTES

1. Advertisements are screened before they are posted to ensure they meet Facebook’s standards.
As scrutiny into the spread of false information online has increased, the amount of vetting on
Facebook advertisements has also increased.

2. Although it costs money to post an ad on Facebook, at the time of writing, information on the size
of the potential audience is available before the ad is actually posted, thus can be extracted free of
charge.

3. Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Brazil, Cameroon, Canada, Chile,
China, Colombia, Congo, Democratic Republic of the, Cote d’Ivoire, Cuba, Cyprus, Czech
Republic, Denmark, Dominican Republic, El Salvador, Estonia, Ethiopia, Finland, France,
Germany, Ghana, Greece, Guatemala, Haiti, Honduras, Hong Kong, Hungary, India, Indonesia,
Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kenya, Korea, South, Kuwait, Latvia, Lebanon,
Lithuania, Luxembourg, Malaysia, Malta, Mexico, Monaco, Morocco, Nepal, Netherlands, New
Zealand, Nicaragua, Nigeria, Norway, Peru, Philippines, Poland, Portugal, Puerto Rico, Qatar,
Romania, Russia, Rwanda, Saudi Arabia, Senegal, Serbia, Sierra Leone, Singapore, Slovakia,
Slovenia, South Africa, Spain, Sri Lanka, Sweden, Switzerland, Tanzania, Thailand, UAE, Uganda,
United Kingdom, United States, Venezuela, Viet Nam, Zambia, and Zimbabwe.
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